                                                               Issues ending 2/18/00

1. EDELCA – out of sync:

They reported that they noticed that some tables were out of sync.  After looking into this, I noticed that the reason was because audit_source was unable to extend due to lack of free space in ‘users’ tablespace.  I’ve also noticed that a table called ‘SOURCE$’ had a similar problem in system tablespace.  While I have added one more file in the system tablespace, I had exported and truncated the audit_source table.  This had been done on both the ras’. 

After this, it remained to execute the errors.  I have initially tried coming up with a pl/sql script to do this, but since it was taking time, I have spooled out a file with a list of execute errors command(2340) of them and ran it as per Karlene’s suggestion.  About 90% of them went through, leaving behind about 109 errors involving SOSTAT and SOANLG tables(down from 38 tables initially).  They are of no data found errors and I would sync them up once I know which one is primary.

2. PDVSA – status upgrade:

Francisco reported that SOANLG was out of sync.  Even though it did not show up in the defcall table before, it was out of sync.  I synched it up and tried to delete the errors on pdvcdcras2.  It took a long time and was running into rollback problems again(It has about 8000 records in deferror).  So I had to run cleanrep on the system.  But after a while, there were new errors on ras2 involving esdata and esschd.  It may be that way till they run the generation.  The errors had to be deleted on ras1 too, but it also ran into rollback problems.  Clean rep may have to be run on that one too, but since it is the primary, I would want to inform you before doing this.

Pdvcdcras1 also looks like it may run into TOOLS tablespace problem, but running a clean rep should prevent it.  I have also cleaned up some trace files to free up some space in the oracle partition.

3. CESP synch up:

Initially, it had no errors on ras2(when I first worked on it two weeks ago).  But I did notice some errors now involving esdata and esschd and essprm on cosras2 of no data found type.  They started on Feb 11 and continue to increase at a slow rate.  The other tables are source tables.  Since they were having some other application issues with higher priority, I could not get on the system to sync up the tables.  This system also looks like it may run into running out of TOOLS tablespace issue later.

4. EKPC:

Still checking on it on a daily basis.  The errors are increasing, at a slow rate though.  Have also detected some more deadlocks this week.  ESSCHD remained out of sync.

5. Installing scripts on the systems:

After woking with Walid, we finally came up with a basic replication check script.  I tested it and was able to put them on some systems in the field.  The scripts include – database health check, replication status check and space check on oracle partitions.   Please find attached an Excel spreadsheet that indicates the stats.  I haven’t put a crontab on them yet, but will do it pretty soon after I cover all the systems first to make sure there aren’t any red flags.

6. Tapan’s outstanding issues;

I took up the  issues he was handling.  These include, till writing this report, creation of links on ppoacon4, and running pupbld on evnrib1.

Miscellaneous:

1. Isiah Mohammed wanted to check whether the primary keys he was trying to define were defined properly or not on some tables in elaras.  Checked the same.

2.    Researched some more useful scripts that we can use as part of our regular analysis.

